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 Representative features contribute to good performance.

 When training the network in an end-to-end way, the objective 

loss has limited contribution to the learning of parameters for 

low layers of feature extractor due to the chain rules of BP.

 We use soft-DTW alignment proposals as pseudo-labels to 

learn representative 3D-CNN features, and optimize feature 

extractor and sequence learning module in EM-like iterations.

FrameworkIntroduction Experiments

Brief to SLR

Continuous sign language recognition (SLR) is a kind of weakly 

supervised sequence learning task, without rigid annotation of 

text words to video clips for a complete sign video. The key 

idea for continuous SLR is to learn the mapping between a sign 

video and its corresponding annotation of text sentence. 

Contribution

 A unified deep learning architecture integrating encoder-

decoder network and connectionist temporal classification 

(CTC) for continuous SLR.

 A soft dynamic time warping (soft-DTW) alignment constraint 

between the LSTM CTC decoders, which indicates the 

temporal segmentation in sign videos.

 Iterative optimization strategy to train feature extractor and 

encoder-decoder network alternately with alignment 

proposals by warping path.

Iterative Optimization

 Video Representation:

Conclusions

Alignment mechanism

We propose a new deep architecture based on 3D-ResNet and 

encoder-decoder network with connectionist temporal classification 

by iterative optimization for continuous SLR.

 Jointly train encoder-decoder network by minimizing CTC loss 

and cross-entropy loss, with a soft-DTW alignment constraint.

 An iterative training strategy to optimize the 3D-ResNet and 

sequence learning module based on the warping path.

 Experimental results demonstrate the superiority of our method.

 Temporal Encoder:

 LSTM Decoder:

 CTC Decoder:

 Objective Function:

 RWTH-Phoenix-Weather (German Sign Language):

Performance comparison

 CSL-100 (Chinese Sign Language):

Performance comparison

Illustration of iterative training algorithm

Modules Optimization and Decoding

 Decoding:

 Soft-DTW:

Alignment between video and text annotation

1. Extract features from 3D-ResNet for sign videos.

2. Train the encoder-decoder network with CTC by 

minimizing the total loss ℒ.

3. Get the warping path between the input clips and words 

provided by soft-DTW.

4. Fine-tune 3D-ResNet with the alignment as supervision.

5. Repeat 1-4. (Optimizing both modules in an EM-like way)


