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Alignment between video and text annotation

O CSL-100 (Chinese Sign Language):

temporal segmentation in sign videos.
O Iterative optimization strategy to train feature extractor and
encoder-decoder network alternately with alignment
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