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Abstract. Sign language recognition targets on interpreting and under-
standing the sign language for convenience of communication between
the deaf and the normal people, which has broad social impact. The
problem is challenging due to the large variations for different signers
and the subtle difference between sign words. In this paper, we propose
a new method for isolated sign language recognition based on trajectory
modeling with hidden Markov models (HMMs). In our approach, we first
normalize and re-sample the raw trajectory data and partition the tra-
jectory into multiple segments. To represent each trajectory segment, we
proposed a new curve feature descriptor based on shape context. After
that, hidden Markov model is used to model each isolated sign word for
recognition. To evaluate the performance of our proposed algorithm, we
have built a large isolated Chinese sign language vocabulary with Kinect
2.0. The dataset contains 100 unique isolated sign words, each of which
is performed by 50 signers for 5 times. Experimental results demonstrate
that the proposed method achieves a better performance compared with
normal coordinate feature with HMM.

1 Introduction

Sign language is one of the most important ways for communication between
the deaf and the normal people. With broad social impact, this problem has
attracted considerable attention from many researchers around the world. The
target is to build a system to automatically translate sign language into text or
interpret it into spoken language [17,18]. The research methods of sign language
recognition (SLR) can also be applied in general human-computer interaction
systems.

Sign language conveys semantic meaning through hand shapes, trajectories,
and facial expressions. Most existing recognition methods for sign language
are based on gestures and trajectories of sign words. For gesture recognition,
Murakami and Taguchi [9] proposed a gesture recognition method for Japanese
sign language using recurrent neural network, but they used the data gloves,
which were expensive and inconvenient in real application for the signers. They
developed a posture recognition system which could recognize a finger alpha-
bet of 42 symbols and achieved a recognition rate of 98 % for registered people.
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Also, an alphabet gesture recognition system was designed for American sign
language (ASL) with ANN by Oz and Leu [10]. Hidden Markov models (HMMs)
[13] show an extremely good performance in temporal pattern recognition, espe-
cially in speech recognition [2,12]. Schlenzig et al. [14] used a single universal
HMM and a finite state estimator for the determination of gestures. Their pro-
posed method also achieved a high recognition rate. Huang et al. [6] built a deep
neural network based on postures captured by Real-Sense.

The above works are commonly based on gesture recognition. However, these
methods are not able to handle the recognition for signs with only trajectory
information. To address this problem, more and more researchers focus on sign
language recognition by trajectory matching [16]. Yushun et al. [8] presented
a new method of curve matching from the views of manifold for sign language
recognition. They divided the curve of the sign word into a set of several linear
segments, and defined the distance between two segments. Thus, the match-
ing of two curves was transformed into the matching between two sets of lin-
ear segments. Their method achieved a recognition rate of 78.3 % in a dataset
with 370 daily sign words. In addition, the combination of both trajectory and
hand shape features for sign language recognition was proposed by Grobel and
Assan [3], and data gloves were also necessary in there experiments. Although
sign language recognition with data gloves [4] achieved a high recognition rate,
it’s inconvenient to be applied in SLR system for the expensive device. Kinect
developed by Microsoft [15] is capable of capturing the depth, color, and joint
locations easily and accurately. Hence, more and more researchers use Kinect for
sign language recognition [5,20–22].

The method we proposed in this paper is based on trajectories of sign words.
The data captured by Kinect consists of a set of 3D points, which are the axis
locations of joints in each temporal stamp. We use the trajectories of both hands
for recognition. However, recognition only based on trajectories suffers difficul-
ties in some specific cases. Take the Chinese sign words “You” and “Good” for
example, the trajectories of both words are shown in Fig. 1. These two trajecto-
ries are quite similar, which makes it tough to realize the similar signs’ accurate
recognition.

The rest of this paper is organized as follows. Section 2 gives an overview of
our system. The method of feature extraction is discussed in Sect. 3. Section 4
introduces the details of sign words modeling with HMMs. The experiments are
carried out in Sect. 5. Finally, in Sect. 6 we make a summary and brief discussion
for future work.

2 System Overview

As shown in Fig. 2, the trajectory matching system for sign language recognition
consists of 5 modules, i.e., data preprocessing, discrete contour evolution (DCE)
[7] for segmentation, feature extraction for HMMs, codebook training and quan-
tization, and trajectory matching with HMMs. The aim of preprocessing is to
normalize the data and decrease the negative effect of noise. We re-sample the
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Fig. 1. The illustration of two trajectories for Chinese sign words “You” and “Good”.
These two trajectory curves are quite similar with subtle difference.

raw data path into a new curve with fixed length. For the re-sampled curves, the
DCE algorithm [7] is used for segmentation. Then we extract the shape context
[1] of each point and randomly choose some of them for training a codebook.
The curve features introduced in Sect. 3 are extracted for each trajectory. With
these features, we build a HMM model for each isolated sign word. Then the
label with maximum posterior probability is regarded as the recognition result.

3 Curve Feature Extraction

In this section, we will introduce how to build robust features with an effective
representation of the 3D trajectory curve. These features will be used in trajec-
tory curve recognition and retrieval. First of all, we extract the shape context
of all points in the curve. For all word samples, we choose some of them ran-
domly for training codebooks, without taking account of their labels. Then for
each word sample, we quantize the shape context features of all points in the
trajectory curve with the pre-trained codebooks. An illustration of curve feature
extraction based on shape context is shown in Fig. 3.

3.1 Shape Context

In literature, shape context [1] has been wildly used in shape recognition. Shape
context is a feature that describes the distribution of other points in the neighbor-
hood of a reference point. For a point pi on the curve, shape context is defined as
a histogram hi of the relative coordinates of the remaining n − 1 points, where
n is the number of points in the curve. Equation 1 gives the definition of hi,
where # means the cardinality of a set. In order to make the descriptor more
discriminative to nearby points, we use log − polar2 coordinate system. A brief
illustration is shown in Fig. 4.

hi(k) = #{q �= pi : (q − pi) ∈ bin(k)}. (1)
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Fig. 2. An illustration of proposed method. The steps in the left column consist the
stage of training. For a testing trajectory of sign word, the HMMs that we’ve trained
are used for recognition.

Considering that our sign word trajectory is 3D, we project it along three
orthogonal planes, i.e., x-y, y-z, and x-z, and obtain three 2D curves. Then, for
each curve, we extract a shape context feature and concatenate them into a
single feature vector to represent the 3D sign word trajectory. We use 2D shape
context feature since they are efficient for extraction and well capture the data
structure.

3.2 Codebook Training

After getting the shape context features of all sample points in a sign word tra-
jectory, we train the codebook for quantization. Here, we use K-means algorithm
for codebook training. The main steps are as follow: First, we randomly sample
a set of training features. Then we extract shape context features of these cho-
sen samples and use K-means clustering algorithm to generate a set of cluster
centers. The cluster centroids constitute our codebook. Suppose the codebook
size is K, then the codebook can be described as B = [b1, b2, . . . , bK ]T ∈ RK×d,
where bi is the cluster centroid vector and d denotes the dimension of shape
context feature.
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Fig. 3. The flow chart of curve feature extraction

Fig. 4. An illustration of shape context. For point O, we count the points dropped into
each bin. As is marked in this figure, there are 3 points in the j-th bin, so hj = 3.

3.3 Quantization

A 3D trajectory is formed with a set of sequential 3D points. For a N -point curve
C = (p1, p2, · · · , pN ), we use the codebook discussed in Sect. 3.2 to quantize the
shape context feature of each point pi. In our experiment, soft quantization [11] is
used to get curve feature. The illustration of soft quantization is shown in Fig. 5.

As is shown in Fig. 5, B = [b1, b2, . . . , bK ]T is the codebook, which bi is the
cluster centroid feature. SCi denotes the shape context of point pi in curve C.
We calculate the Euclidean distance between SCi and bq(q = 1, 2, · · · ,K).

di,q = ||SCi − bq||. (2)
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Fig. 5. An illustration for soft-quantization. bj1 , bj2 and bj3 are 3 nearest centroid
features far from SCi in feature space. So, we use the distance dj1 , dj2 and dj3 to
calculate the weights for quantization.

Denote di = [di,1, di,2, . . . , di,k]T , then we select Q smallest distances dj1 , dj2 , . . . ,
djQ

, and the weights of quantization is given by Eq. 3 [11].

ωi =
exp− d2

i
σ2

Q∑

j=1

exp− d2
j

σ2

, i = 1, 2, · · · , Q, (3)

where σ is a constant. Then the curve feature f = [f1, f2, . . . , fK ] could be
generated as Algorithm 1.

Algorithm 1. Extraction of Curve Feature
Input: The 3D trajectory points C = (p1, p2, · · · , pN );

Codebook B = [b1, b2, · · · , bK ]T ∈ RK×d;
Output: The curve feature with a good enough description of curve C;
1: n=1;
2: f = [f1, f2, · · · , fK ]K×1, set fi = 0 for all i = 1, 2, · · · , K;
3: for n = 1 : Q do
4: Extract the shape context SCn of point pn;
5: d = [d1, d2, · · · , dK ]K×1, d = B × SCn;
6: Make d sorted by increasing and get Q minimum values di1 , di2 , · · · , diQ and its

corresponding index idxi1 , idxi2 , · · · , idxiQ ;
7: for j = 1 → Q do
8: Get ωj refers to Eq. 3;
9: fidxj = fidxj + ωj ;

10: end for
11: end for
12: Output the curve feature f ;
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4 Character Modeling by HMM

Hidden Markov models are well known for their application in temporal patten
recognition such as speech and handwritten characters. In sign language recog-
nition, the trajectories can also be regarded as temporal sequences, and HMMs
are appropriate for dealing with this problem.

Let’s denote C = (p1, p2, . . . , pN ) as the whole curve with N points, which is
divided into M segments. Suppose C(i)(i = 1, 2, · · · ,M) denotes the segment set

of C, then C =
M⋃

i=1

C(i)(i = 1, 2, . . . , M). Actually, C(i) can be regarded as a set of

sub-motions and the context between these sub-motions is going to be modeled
with HMMs. In our experiments, we use DCE (Discrete Contour Evolution)
algorithm to partition the curve path into M segments. Data preprocessing is
necessary before segmentation.

4.1 Preprocessing

The procedure of data preprocessing includes two aspects: normalization and
resampling. The trajectories should be normalized since they are quite different
in scales when performed by different signers. Specifically, we use the location
of the signer’s head and width of shoulder to realize normalization. Resampling
also plays an important role in preprocessing. It will make the trajectories more
smooth and remove the noise. Generally, the velocities of different parts can be
much different when a signer is playing a sign language word, so the sample
points are not uniformly distributed, resampling will solve this problem much
more better. We use the $1 algorithm proposed by Wobbrock et al. [19] for
resampling.

4.2 DCE Algorithm

In sign language recognition, C = (p1, p2, . . . , pN ) is composed of digital line
segments s1, s2, . . . , sN−1, where si is the line segment joining pi to pi+1 for
i = 1, 2, . . . , N − 1. We normalize si by the length of curve C. Let’s denote l(s)
as the length of s, and β(s1, s2) as the angle between s1 and s2. The cost function
Z(s1, s2) for a pair of segments s1 and s2 is defined in Eq. 4 [7].

Z(s1, s2) =
β(s1, s2)l(s1)l(s2)

l(s1) + l(s2)
. (4)

The main procedure of DCE is given by Algorithm 2 [7].
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Algorithm 2. DCE Algorithm
Input: The 3D trajectory points C = (p1, p2, ..., pN );

The number of segments M ;
Output: The segmentation C(i)(i = 1, 2, ..., M) of curve C;
1: k=N;
2: while k>M+1 do
3: Find a pair si, si+1 such that Z(si, si+1) is minimal;

4: Replace si, si+1 by the segment s
′

joining the endpoints of arc si
⋃

si+1;
5: k=k-1;
6: end while
7: Use the index of remaining points to get segmentation C(i), i = 1, 2, ..., M ;

4.3 HMM Modeling

After getting the partition of curve C, we can extract curve feature from each
sub-motion C(i)(i = 1, 2, . . . ,M) for HMMs training. For each word, we can
use some of these curve features as training samples to build a hidden Markov
model. Each character HMM is structured as left-to-right model.

The HMM is modeled by the parameter vector λ = (A,B, π), where A is
the transition probability matrix, B is the emission probability matrix, and π is
the initial state probability distribution. For each word, we can use our train-
ing samples to get the parameter vector λ by Baum-Welch algorithm. Suppose
there are N HMMs to be trained, that is to say, the whole data set contains
N different isolated sign language words. Given an unknown testing sequence
O = [o1, o2, . . . , on], we classify it to class Cp with the following decision rule:

Cp = max
Ci

log p(O|λCi
), i = 1, 2, . . . , N, (5)

where log p(O|λ) is the logarithm of the probability of sequence O, given the
model parameter λ. The sum of log p(O|λ) for both hands is used for recognition.

5 Experiments

5.1 Datasets and Experimental Setup

Our dataset is built by ourselves with Kinect and will be released to the public.
It contains 100 isolated Chinese sign language words in daily life. Each word is
played by 50 signers for 5 times. As a result, the dataset consists of 100× 50× 5
samples. We divide the whole dataset into 2 subsets for training, validation, and
testing. The details about these 2 subsets are shown as follow:

Subset A. Subset A contains 100 words, each of which is performed by 14 signers
for 5 times. So there are 7,000 samples in total. In the experiments introduced
in Sect. 5.2, we choose 60 samples of each word for training, and the rest 10 for
validation.



694 J. Pu et al.

Subset B. The vocabularies for both dataset are the same. Each word in Subset
B is performed by another 36 signers for 5 times. In our experiments, we use
Subset B as a large testing set to evaluate the effectiveness and stability of our
method.

The Kinect developed by Microsoft is able to detect the joints and we can
obtain the locations of joints in real-time. In sign language recognition, the
locations of both hands will make sense for recognition. Hence, the trajectories
of left hand and right hand will be modeled by HMM independently.

5.2 Optimal Parameters Setting

For the step of preprocessing, we re-sample the raw trajectory into a new path
with 300 points. Suppose there are V observations and Q hidden states, and
the trajectory is divided into M segments. It’s tough to determine the optimal
parameters at the same time, making the models fit the sign words well. So, we
vary one parameter with the other parameters fixed. Hence, we can get approx-
imate optimal parameters by experiments in this way. For each word, we choose
60 samples of each word in Subset A for training and the rest in Subset A for
validation.

As shown in Fig. 6, when we fixed the segment number M as 15, the optimal V
and Q are 10 and 8, respectively, and it can reach the accuracy rate up to 60.1 %.
Hence, it reasonable to use the optimal parameters in the final recognition. In
the same way, we can fix the V and Q randomly and find the optimal segment
number. The results with fixed V = 20 and Q = 6 are shown in Fig. 7. We
can find that when we choose the segment number as 30, we obtain the best
performance. Hence, in the following test, we set the parameters as V = 10,
Q = 8 and M = 30.
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Fig. 6. Recognition rates with various V and Q. We fixed the number of segments as 15.
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Segments (with fixed V=20, Q=6)
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Fig. 7. Recognition rates with virous M . With fixed V = 20 and Q = 6, we find that
M = 30 is the optimal parameter.

5.3 Results and Analysis

After getting the optimal parameters of V , Q and M , we use the dataset built
by ourselves to evaluate the performance of our method. HMM with normal
coordinate and curve matching from the view of manifold (CM VoM) proposed
in [8] are our baseline methods. In our experiments with Subset A, we choose
60 samples of each word for training while the rest 10 for testing. The recogni-
tion rates on Subset A for different methods are shown in Table 1. Our method
can get the accuracies of 67.3 %, 86.6 %, 89.8 % in top 1, top 5, and top 10,
respectively. While HMM with normal coordinate features gets the accuracies
of 32.2 %, 54.8 %, 65.3 % in top 1, top 5 and top 10, respectively. CM VoM [8]
obtains the accuracies of 57.6 %, 82.4 %, 89.4 %, respectively. In order to show
the effectiveness and stability of our method, we also conduct the experiments
on large Subset B. We use the pre-trained models with Subset A to recognize
the words in Subset B. That is to say, the training and testing samples are from
different signers. Table 2 gives the accuracies of different methods on Subset B.
Our method can get the recognition rates at 54.4 %, 77.3 %, and 82.7 % in top
1, top 5, top 10, respectively, which performs better than the other 2 methods.

Table 1. The recognition rates for different methods on Subset A

Subset A Top1 Top5 Top10

Normal HMM 0.322 0.548 0.653

CM VoM 0.576 0.824 0.894

Our method 0.673 0.866 0.898
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Table 2. The recognition rates for different methods on Subset B with unseen signers

Subset B Top1 Top5 Top10

Normal HMM 0.125 0.271 0.386

CM VoM 0.451 0.719 0.819

Our method 0.544 0.773 0.827

6 Conclusion

In this paper, we propose a new approach for Chinese sign language recognition
based on trajectory modeling. The method is inspired from the shape recognition
with shape context. We partition the projected curve of sign word trajectory into
multiple segments and represent each segment into histogram feature by shape
context quantization. With these features, the HMMs are applied for modeling
the sign words. The experiments show that our method outperforms the com-
parison methods by a large margin on a large dataset containing 100 sign words
with over 25,000 samples. For the future work, we will integrate both trajectory
of sign word and hand shapes for more accurate SLR recognition.
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